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ABSTRACT 
 
In manufacturing, engineers take on the time-consuming task 
of reviewing, summarizing and creating operational and 
technical reports. To address this issue, this study presents 
Report Orchestrator, a Generative AI framework that 
automates the summarization of documents and generates 
ready-to-use presentation decks.  
 
The system accepts documents, converts them into images, 
and leverages a Large Language Model to extract concise, 
relevant summaries based on pre-defined guidelines. The 
summarized text is structured into an HTML report and 
transformed into a slide deck aligned with organizational 
reporting standards. 
 
Evaluation on a sample document showed that the system 
accurately captured technical content and organized slides 
coherently. Outputs included summaries of system 
architectures and performance metrics, formatted for 
technical and executive audiences significantly reducing 
manual workload and improving turnaround time for report 
preparation. 
 
The framework shows potential for integration into real-
world documentation workflows, with future directions 
focused on visual content generation, prompt personalization, 
and multi-document summarization. 
 
 

1. 0 INTRODUCTION 
 
In Western Digital, large volumes of operational, quality, 
maintenance, and compliance reports are generated daily. 
These documents often contain critical information necessary 
for real-time decision-making, auditing, and strategic 
planning. However, the process of manual reviewing, 
summarizing, and transforming these lengthy, technical 
documents into concise insights or presentation materials is 
time-consuming, labor-intensive, and prone to 
inconsistencies. As organizations seek greater agility and 
automation in their workflows, there is a growing need for 

intelligent systems that can streamline document 
understanding and reporting tasks. 
 
 
1.1  Motivations of the Study 
 
One of the major challenges faced by managers, engineers, 
and analysts in manufacturing environments is the efficient 
extraction of key information from complex reports and the 
preparation of presentation materials for meetings, reviews, 
or audits. This gap in automation hampers productivity and 
slows down decision cycles, especially in large-scale 
operations where the volume and diversity of documents are 
high. 
 
Early approaches to document summarization predominantly 
utilized rule-based systems and template-driven tools, which 
rely on predefined patterns or manually crafted rules to 
extract salient information from text. While these methods 
offer a degree of control and interpretability, they often lack 
scalability and adaptability, especially when applied to 
domain-specific documents such as technical or 
manufacturing reports1. 
 
Traditional summarization methods, such as those based on 
Term Frequency–Inverse Document Frequency (TF-IDF), 
graph-based ranking, or clustering algorithms, have been 
employed to highlight keywords or sections, but these often 
fail to capture the contextual relevance or narrative flow 
required for executive-level understanding2,3. Meanwhile, 
tools for presentation deck creation are largely manual or 
semi-automated, requiring human intervention to interpret 
content and structure slides4. 
 
Recent advances in Natural Language Processing (NLP) and 
Generative AI (GenAI), particularly the advent of large 
language models (LLMs) like Generative Pre-trained 
Transformer (GPT), have shown promise in understanding 
and generating coherent summaries and even structured 
content. However, their application in domain-specific 
contexts such as manufacturing has been limited due to 
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challenges in domain adaptation, content reliability, and 
integration with enterprise workflows. 
 
 
1.2  Research Objectives 
 

 
 
Fig. 1. Overview of the Report Orchestrator Framework. The user uploads a 
document, which is processed by a transformer model to generate an 
executive summary and a presentation deck automatically. 
 
As shown in Fig. 1, this paper proposes the development of 
Report Orchestrator, a Generative AI-based framework that 
automates the summarization of manufacturing documents 
and the generation of presentation decks upon user request. 
The system leverages advanced GPT-based models fine-
tuned for industrial reporting language, and features a user-
friendly interface for document upload, intelligent 
summarization, and real-time presentation generation. This 
framework aims to bridge the gap between raw technical 
reports and executive-level communication—minimizing 
manual effort while enhancing consistency, accuracy, and 
efficiency in manufacturing reporting workflows. 
 
The following section is organized into five chapters. Section 
2 presents related work, discussing prior efforts in document 
summarization and automated presentation generation. 
Section 3 describes the overall design of the proposed 
framework, including its system architecture, components, 
and processing pipeline. Section 4 provides the results of the 
system evaluation. Finally, Sections 5 and 6 concluded the 
paper and discussed potential improvements and future work. 
 
 

2.0 REVIEW OF RELATED WORK 
 
This section reviews existing literature relevant to the 
development of automated summarization and presentation 
generation systems. It covers core techniques in document 
summarization, recent advances in AI-driven slide 
generation, and related methods that inform the proposed 
framework. 
 
 
2.1  Document Summarization Techniques 
 
Automatic text summarization is a pivotal task in NLP, 
aiming to condense large volumes of text into concise 

summaries while preserving essential information. 
Techniques are broadly categorized into extractive and 
abstractive methods5. Table 1 illustrates the key differences 
between the two. 
 
Extractive summarization involves selecting key sentences or 
phrases directly from a source text. Among the prominent 
techniques is TextRank, an unsupervised graph-based 
algorithm that constructs a graph of sentences based on 
similarity and ranks them by importance. Its effectiveness has 
been demonstrated in multiple contexts. For instance, 
Barman et al.6 combined TextRank with GloVe embeddings 
to summarize English news articles, achieving strong 
ROUGE scores across five domains—demonstrating high 
alignment with human-written summaries. Similarly, 
Manjari7 applied TextRank to Telugu documents and 
reported an average F1-score of 0.621, highlighting the 
method’s language-independent adaptability. 
 
 

Table 1. Comparison of Extractive and Abstractive 
Summarization 

 
Aspect Extractive Abstractive 

Approach 
Selecting existing 
sentences 

Generates new 
sentences 

Output 
Exact phrases from 
source 

Rephrased, concise 
content 

Complexity 
Simpler, rule-
based or graph-
based 

Complex, uses deep 
learning models 

Fluency May be disjointed 
More natural and 
human-like 

Accuracy Factually reliable 
May introduce minor 
inaccuracies 

Use Case 
Structured, factual 
texts 

General articles, 
reports with 
narrative flow 

 
In contrast, abstractive summarization generates new 
sentences that paraphrase the source content. Ahmed Zeyad 
and Biradar8 showed that Flan-T5 achieved high performance 
on the Gigaword dataset, with a ROUGE-L of 0.5021 and 
BERTScore of 0.91, indicating strong semantic similarity 
with reference summaries. Liaqat et al.9 proposed a hybrid 
model that first extracts keywords and then generates 
summaries using BERT-based architecture, enhancing both 
accuracy and readability. 
 
In the context of manufacturing reports, which frequently 
include technical jargon and structured data, hybrid 
summarization approaches have demonstrated promise. By 
first employing extractive methods to isolate critical 
information and then using abstractive models to rephrase it, 
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these techniques produce summaries that are both accurate 
and accessible to a broader audience. 
 
 
2.2  Presentation Deck Generation 
 
The automation of presentation slide creation has gained 
attention with advances in AI, yet many current tools remain 
manual or semi-automated, requiring users to interpret and 
organize content manually. Recent work addresses this gap 
through systems that integrate NLP and machine learning to 
automate slide generation directly from source documents. 
 
Fu et al.10 introduced DOC2PPT, a sequence-to-sequence 
model that generates structured slide decks by integrating 
summarization, layout prediction, and text-image alignment. 
Trained in 5,800 document-slide pairs, it outperformed 
baselines on metrics like ROUGE-SL and TFR, ensuring both 
content accuracy and visual coherence. 
 
Similarly, Wang et al.11 developed a phrase-based method 
that builds bullet-structured slides by extracting key phrases 
and predicting hierarchical relationships. Using greedy 
algorithms for phrase alignment, their approach 
outperformed models like LexRank and PPSGen in 
preserving semantic relevance and structural clarity. 
 
These studies underscore the growing potential of AI-driven 
frameworks to automate the creation of presentation-ready 
materials, especially valuable for translating complex 
manufacturing reports into structured, executive-level 
briefings. 
 
 

3.0 METHODOLOGY 
 

 
 
Fig. 2.  Report Orchestrator Flowchart. The report orchestrator framework is 
divided into two stages: automated summarization and slide deck generation. 
 

Fig. 2 shows the two core processing modules of the Report 
Orchestrator framework: (1) Automated Summarization, and 
(2) Slide Deck Generation. The process starts with document 
submission through web channel/email and ends with the 
generated presentation deck being sent back through the same 
web channel/email. 
 
 
3.1  Automated Summarization 
 
The summarization stage starts with the user submitting a 
document for summarization as an attachment through an 
email channel or a dedicated web application. Supported 
input formats include Microsoft Word, PowerPoint, and PDF 
files. 
 
 

 
 
Fig. 3.  Image Interpretation Prompt. The prompt outlines the role and 
instructions needed to generate relevant and insightful summaries for each 
image. 
 
In cases where the uploaded file is not in PDF format, it is 
converted to PDF to meet the processing requirements in the 
succeeding steps. Each page or slide of the PDF document is 
then converted into an image (PNG format). The resulting set 
of images is then passed through a Large Language Model 
(LLM)-driven interpretation module. Through this 
conversion step, context in differing formats (plain text, 
charts, tables, flowcharts, screenshots, etc.) can be fully 
interpreted by the LLM. 
 
Based on pre-configured prompt guidelines shown in Fig. 3, 
the LLM processes each image to extract concise, relevant 
summaries aligned with the preferences and communication 
standards set for the system. 
 
These per-page summaries are then aggregated and 
consolidated into a unified, coherent executive summary that 
captures the overall narrative and technical highlights of the 
original document. 
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3.2  Slide Deck Generation  
 
Following the generation of the document summary, the 
system transitions to the slide deck generation stage.  
 
The text summary is first converted into a structured HTML 
report, which acts as an intermediate representation suitable 
for slide generation. This HTML file is saved to an FTP 
server for subsequent access. 
 
The system then retrieves the HTML report and parses its 
contents to generate a PowerPoint (PPT) file. The parsing 
process maps structured sections of the HTML (e.g., titles, 
bullet points, tables) into appropriate slide components, such 
as headings, bullet lists, and content placeholders. 
 
After the slide content is generated, the final presentation 
deck (PPT file) is saved back to the FTP server. Finally, the 
completed PPT file is sent to the user via their original 
submission channel, either through email or via the dedicated 
web application.  
 
For a full overview of the system architecture supporting this 
process, see Appendix A. 
 

 
4.0 RESULTS AND DISCUSSION 

 
This section presents the testing results of the Report 
Orchestrator framework, which automates the summarization 
of technical documents and the generation of presentation 
decks. To evaluate the system’s effectiveness, the proponents 
used a published technical paper12 containing domain-
specific content on manufacturing processes as the test 
document. 
 
 

 
 
Fig. 4. System Prompt for Summarization and Presentation Generation. The 
figure shows the input prompt instructing the system to summarize a 
technical document and generate a structured presentation deck. 
 
 A sample system prompt used for testing is shown in Fig. 4, 
which instructs the framework to generate a concise summary 
and a structured presentation deck from the provided 
document. The outputs generated by the system, including the 
executive summary and the structured presentation deck, are 
analyzed in terms of content accuracy, coherence, and 
alignment with standard reporting formats. Observations 
regarding the system’s capabilities and limitations are also 
discussed. 
 
 

4.1  Automated Summarization Result 
 
The Report Orchestrator framework successfully generated 
an automated executive summary from the input technical 
document. As shown in the generated output, the summary 
provided a concise yet informative overview of the 
document’s key points, including system objectives, 
achieved performance metrics, and areas of focus for 
subsequent sections. 
 
 

 
 
Fig. 5. Sample of Generated Executive Summary Output. The output shows 
the automatically generated executive summary highlighting system 
performance metrics and key implementation details for the manufacturing 
report. 
 
The generated executive summary shown in Fig. 5 highlights 
the implementation and benefits of a CNN-based automated 
CDSEM inspection system designed to improve 
manufacturing efficiency and quality control. The output also 
emphasized quantifiable results achieved by the system, 
including a 50% reduction in manual intervention, 90% 
defect detection accuracy, and 90% task automation. These 
details align with typical expectations for high-level 
executive summaries in technical reports, providing 
stakeholders with relevant performance indicators 
immediately. 
 
The system also generated a set of key findings summarizing 
critical outcomes from the source document. As shown in 
Appendix B, these key findings were presented in a clear, 
bullet-point format that emphasized essential insights, 
including improved manufacturing efficiency, integration 
with existing systems, and enhanced decision-making 
through real-time dashboards. The concluding statement 
within the generated summary effectively reinforced the 
system's overall impact on streamlining quality control 
processes across manufacturing operations. 
 
Finally, the automated summarization output demonstrated 
coherence, readability, and relevance suitable for executive-
level consumption. Manual inspection confirmed that the 
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generated summary retained the core information necessary 
for high-level understanding, with minimal omission of 
essential details. This result highlights the system’s capability 
to condense lengthy technical content into accessible, 
actionable insights, reducing the manual effort typically 
required for report summarization. 
 
 
4.2  Slide Deck Generation Result 
 
 

 
 
Fig. 6. Slide Deck Generation Output. The output response shows the system 
interface providing the downloadable ZIP file containing the automatically 
generated presentation slides. 
 
Following the automated summarization process, the Report 
Orchestrator framework generates a compressed file 
containing the structured presentation deck. As shown in Fig. 
6, once the summarization task is completed, the system 
interface provides a downloadable ZIP file that contains the 
generated PowerPoint slides summarizing the source 
document. 
 
Upon extracting the generated file, the system produces a 
complete presentation deck designed to highlight the key 
findings, technical content, and recommendations from the 
original document. The generated slide deck follows standard 
presentation structures, including an executive summary 
slide, content slides organized by technical topic, and a 
conclusion slide summarizing overall insights and next steps. 
 
A sample of the generated slides is shown in Fig. 7, 
illustrating the system architecture section. The slide presents 
a concise summary of the technical implementation, detailing 
key aspects such as the VGG-based CNN architecture, 
deployment strategy using containerization, and data 
handling processes. The content is organized in a clear, 
bullet-point format consistent with standard technical 
presentation practices, making the information accessible to 
both technical and non-technical stakeholders. 
 
Additionally, the slide includes a system-generated 
disclaimer indicating that the content is AI-generated and 
requires human validation. This design choice emphasizes the 
intended role of the framework as an assistive tool to 
accelerate report processing, rather than a fully autonomous 
solution for technical content generation. 
 

 
 
Fig. 7. Sample Generated Presentation Slide. The result shows an 
automatically generated slide summarizing the system architecture and 
technical implementation details extracted from the source document. 
 
Lastly, the generated slide deck effectively translates 
complex technical documents into concise, visually 
structured presentations. The manual review confirmed that 
the generated slides accurately reflected the main points of 
the source document while maintaining readability and 
structural coherence. However, limitations were observed, 
particularly in the absence of graphical content such as charts 
or diagrams, which are commonly included in technical 
presentations to complement textual information. 
 
Despite these limitations, the results demonstrate that the 
Report Orchestrator framework can significantly reduce the 
manual effort required to prepare presentation materials from 
technical reports, contributing to improved efficiency and 
consistency in reporting workflows within manufacturing 
environments. 
 
 

5.0 CONCLUSION 
 

This paper presented the development and deployment of the 
Report Orchestrator framework, a GenAI-based system 
designed to automate the summarization of technical 
documents and the generation of presentation decks for 
manufacturing reports. The system integrates domain-
adapted LLMs to convert lengthy, complex technical 
documents into concise executive summaries and structured 
slide decks with minimal human intervention. Results 
demonstrated that the framework effectively condensed key 
information from technical reports, producing coherent, 
readable summaries and presentation materials aligned with 
standard reporting formats. Finally, the system exhibited the 
potential to significantly reduce manual effort and improve 
consistency in preparing reporting materials, addressing key 
challenges in manufacturing environments where large 
volumes of technical documentation are routinely generated. 
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6.0 RECOMMENDATIONS 
 
Within the current framework, image interpretation 
robustness and prompt personalization are two target areas 
for improvement. First, the image interpretation prompt 
needs to be continuously tuned based on the nature of the 
documents across different domains in the organization. 
Documents can include any combination of text, tables and 
domain-specific charts or illustrations which may require 
additional  processing to fully extract the context contained 
inside them. Second, each department has specific 
preferences regarding the format and structure of their 
presentation decks. Incorporating these user preferences into 
the system prompt for slide deck generation helps the system 
align with the user’s needs. 
 
Beyond the current framework, several areas remain open for 
future exploration. One key direction is the extension of the 
framework to support multi-document summarization, 
enabling the system to consolidate information from multiple 
related reports, which is particularly valuable for 
comprehensive operational reviews. Another area for future 
work is the integration of AI models capable of generating 
relevant visual content, such as charts, tables, and diagrams, 
to complement textual summaries and presentation materials. 
Finally, investigating more advanced domain adaptation 
techniques, such as prompt tuning or knowledge injection, 
could further enhance the system’s ability to handle complex, 
technical, and highly specialized manufacturing documents. 
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10.0 APPENDIX 
 
Appendix A – Report Orchestrator Architecture. 
 

 
 
 
Appendix B – Generated Automated Summarization Output. 
 

 

 
 

 
 

 
 
 
 


